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Q1) Compute normalized mutual information of following clusters with classes. There are 2 classes of data. [7 Marks]

Cluster 1 Cluster 2 Cluster 3

**Solution:**

H (cluster) = 5/14 \* lg (14/5) + 4/14 \* lg(14/4) + 5/14 \* lg(14/5) = 1.57

H (class) = 8/14 \* lg (14/8) + 6/14 \* lg(14/6) = 0.98

I (Class, cluster) = (3/14) lg ((14\*3) / (5\*8)) + (2/14) lg ((14\*2) / (5\*6)) + (1/14) lg ((14\*1) / (4\*8))

+ (3/14) lg ((14\*3) / (4\*6)) + (4/14) lg ((14\*4) / (5\*8)) + (1/14) lg ((14\*1) / (5\*6))

= 0.15

NMI = 0.15/((1.57)\*(0.98)) = 0.097

**Q2)** What is RSS value in K Means clustering?Can we use RSS value for determining good value of K in K Means algorithm? Justify your answer. [3 Marks]

Solution:

RSS is residual sum of squares. It is sum of distance of each object with centroid of its cluster.

RSS should not be used for deciding K since RSS decreases as K increases and RSS is 0 for K = N where N is total objects.